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Hierarchical Structures and Dynamic Incentives
ABSTRACT

We study the optimal hierarchical structure of an organization under limited commit-
ment. The organization cannot make a long term commitment to wages and output levels,
while it can commit to its hierarchical structure. We show that the optimal hierarchical
structure is horizontal when it is highly likely that the employees are efficient or inefficient.
By contrast, when such likelihood is intermediate or output does not expand very fast over
time, the optimal hierarchical structure is vertical — with a vertical hierarchy, the organi-

zation can mitigate dynamic incentive problems linked to limited commitment.

JEL Classification: D82, D86
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1 Introduction

An organization’s efficiency depends on its hierarchical structure, which in turn defines au-
thorities and information flows within the organization. In this paper, we develop a theory
of optimal hierarchical design based on dynamic incentives. In particular, we analyze how
an organization can use its hierarchical structure to mitigate ratchet effects. As identified in
the literature (e.g., Laffont and Tirole 1988 amongst others), such problems arise when the
organization’s commitment is limited. Unlike in the case of full commitment, the organiza-
tion under limited commitment must motivate its employees over the different stages of their
careers in a time consistent manner. Our main result is that a vertical hierarchy, in which
communication lines are restricted, helps the organization in providing such motivations.
An interplay of the following two ideas is key to the result. First, a vertical hierarchy
with longer and more restricted communication lines allows senior workers to extract rents
from their acquired knowledge about junior ones. Our model captures this idea by the
difference in communication structures between a vertical and a horizontal hierarchy.! Our
theory, therefore, explains explicitly how rents from promotions come about — the vertical
hierarchy puts the promoted worker in the privileged position to extract rents from his
acquired knowledge about his subordinates.? This argument is in line with the frequently
heard complaint among junior member of an organization that their boss often takes credit
for their subordinates’ ideas and achievements.> Our second key idea is that firms find it
easier to commit to basic organizational structures than to sophisticated wage contracts.
We motivate this latter idea by noting that the commitment power of wage contracts are
typically limited by law due to non-slavery clauses or other unalienable worker’s rights. In
addition, fully fledged wage schemes are complex, and thus often subject to changes in the

future, while an organization’s hierarchical structure is hard to change once set up.

"'We follow Rajan and Zingales (2001) for the terminologies horizontal and vertical hierarchy.
2Hence, our explanation goes beyond the literature of “promotion tournaments" in organizations (e.g.

Lazaer and Rosen 1981), which presumes but does not explain the existence of rents from promotions.

REEN1Y bR

3See, for instance, Bartolome (1989). An internet search with the keywords “boss” “steals” “ideas” reveals

over 6 millions links to websites on practical advice how to deal with this problem.



The key trade-off in our result is control vs. dynamic incentives — the horizontal hi-
erarchy allows an organization a tighter control, while the wvertical hierarchy enables the
organization to mitigate dynamic incentive problems associated with its limited commit-
ment. Using a dynamic agency framework, we analyze why and under what circumstances
one hierarchical structure prevails over the other. Our analysis reveals that the horizontal
hierarchy is optimal when the organization’s output expands quickly over time and it is
highly likely that the employees are efficient or inefficient. By contrast, when such likeli-
hood is intermediate or output growth is relatively slow, the vertical hierarchy is optimal.
Our result is consistent with stylized observations. Fast growing firms with a highly efficient
workforce typically exhibit flatter, more horizontal hierarchies, whereas firms in more mature
industries that grow less quickly and pick their workers from an average pool of potential
employees tend to have vertical hierarchies.

To present the intuition behind our results in a nutshell, we point out that an organi-
zation with limited commitment faces a combination of two incentive problems: A hold-up
problem associated with efficient agents and a take-the-money-and-run* problem associated
with inefficient agents. The combination of both problems makes information revelation
more costly to the organization. Our results show that, when inefficient workers are rela-
tively likely, a vertical hierarchy mitigates the take-the-money—and-run problem, while it
mitigates the hold—up problem, when efficient workers are relatively likely. Hence, our eco-
nomic insight is that a vertical hierarchy alleviates information revelation in two different
ways and is beneficial when information revelation is important. This is the case when the
uncertainty about the worker’s inefficiency is high or output does not expand very fast over
time.

To explain this in more detail, note that, due to the firm’s limited commitment, an agent
who reveals himself as efficient anticipates a hold—up problem in the future. In order to reveal
his efficiency, an efficient worker, therefore, requires a large payment in the beginning of his
career. This payment, however, induces an inefficient worker to follow a take-the-money-

and-run strategy, i.e., misrepresent his efficiency in order to receive the large payment and,

4See Laffont and Tirole (1993) for the terminology.



subsequently, reject the organization’s offer in the next period. We show that when it is
relatively likely that workers are inefficient, a vertical hierarchy allows the organization to
pledge a long term rent to the inefficient worker, which is lost when he decides to “run” in
the second period. This reduces the take-the-money-and-run problem. In contrast, when it
is relatively likely that workers are efficient, the vertical hierarchy allows the organization to
“play hard ball” more credibly. Due to the loss of control in the vertical hierarchy, the cost
of operation is higher and this makes future production cuts credible. These production cuts
imply that an efficient worker gains less from his higher efficiency in the second period. As
a consequence, his hold—up problem becomes less severe. When the efficiency uncertainty
about workers is large, the vertical hierarchy exhibits both effects and is especially effective.

Finally, we compare conditional and unconditional hierarchies. The comparison shows
that conditional hierarchies that promote only efficient workers are never superior to un-
conditional hierarchies that promote any long term worker. This result demonstrates that,
with respect to dynamic incentives, seniority rather than merit is the deciding factor. This
result is consistent with the stylized fact that seniority plays an important, if not crucial,
role with regard to promotions. Our explanation for this puzzling observation is that pro-
motions based on seniority enable the organization to tie also less efficient employees to the
organization and thereby reduce the take-the-money-and-run problem.

The rest of the paper is organized as follows. In the next section, we discuss the related
literature. We present the formal framework in Section 3. In Section 4, we analyze the
horizontal hierarchy in which each agent has direct access to the principal. The vertical
hierarchy in which the principal only deals with the senior agent is discussed in Section
5. In Section 6, we extend our analysis to conditional hierarchies, where the hierarchical
structure in the second period depends on the senior agent’s report in the first period.
Conclusion follows in Section 7. All proofs are relegated to an appendix. A second appendix

demonstrates that our results are robust when considering semi-separating strategies.



2 Related Literature

Among the many contributions about hierarchical structures,’ the following studies are more
related to ours. Laffont and Martimort (1998) argue that the vertical hierarchy may be op-
timal when the organization cannot discriminate wage transfers to the agents at the same
hierarchical level. In particular, collusion among the agents can be an issue when the agents
of different types receive the same wage transfers. The authors show that the vertical hier-
archy enables the organization to discriminate wage transfers, thus mitigating the incentives
to collude. Rajan and Zingales (2001) demonstrate that the horizontal hierarchy prevents
the employees from taking the organization’s production technology and becoming a com-
petitor, while the vertical hierarchy provides the employees with more incentive to learn
the tasks their immediate superior assigns them. They show that the prevailing hierarchy
is horizontal when the organization’s production is labor-intensive, and vertical when pro-
duction is capital-intensive. Friebel and Raith (2004) show that a senior agent may fear
that a more productive agent would replace him if the latter can communicate directly with
the principal. Hence, the senior agent has an incentive to hire less productive agents unless
communication between the principal and the new agent is limited. They show that it can
be optimal to force the new agent to go through the chain of command when communicating
with the principal. Unlike these papers, our study shows how an organization uses design-
ing its hierarchical structure to cope with the issues of limited commitment and associated
dynamic incentive problems.

In a static model, Baron and Besanko (1992) shows that if top management can mon-
itor the transaction between the subunits, then the vertical hierarchy is equivalent to the
horizontal hierarchy. Melumad et al. (1992) breaks this tie between the horizontal and

vertical hierarchy and show that the vertical hierarchy dominates the horizontal hierarchy

5See, for example, Williamson (1967) and McAfee and McMillan (1995) that advocate the horizontal
hierarchy by indentifying loss of control in the vertical hierarchy. Calvo and Wellisz (1979) and Qian (1994)
analyze optimal wage transfers with respect to hierarchical ranks. Rosen (1982), Harris and Raviv (2002),

and Hart and Moore (2005) study coordination issues in different hierarchical structures.



in the presence of costly communication.5 Aghion and Tirole (1997) show that providing a
subordinate with authority induces the subordinate to acquire and provide useful informa-
tion for the organization. Also Dessein (2002) demonstrates that delegation of control to a
subordinate improves his incentives to provide information, when the organization’s commit-
ment is limited. The focus in Aghion and Tirole (1997) and Dessein (2002) is, however, on
the delegation of authority rather than the optimal hierarchical structure of multi—layered
organizations.

The organization literature recognizes the incentive effect of promotions mostly from a
hidden action perspective. Starting with Lazaer and Rosen (1981), an extensive literature
points out that promotions can serve as tournaments between agents to improve incentives.
In contrast, our incentive problem originates from hidden information rather than hidden
action. As a consequence, results differ in two respects. First, our framework allows us
to go one step farther than the tournament literature and explain where the rents from a
promotion actually come from. This is left unexplained in the tournament literature, which
implicitly presumes a commitment of the organization not to reduce the rents from the
promotion after the tournament ends. Second, from the tournament literature it follows
that promotions are given on merit and not on seniority. This conclusion cannot explain the
stylized fact that, in many organizations, seniority plays an important, if not crucial, role

with regard to promotions.

3 The Framework

We consider a two period (f = 1,2) model in which the top management of the firm (the
principal) potentially hires two experts (the agents). We assume that the firm’s revenue

opportunities and available technologies grow over time. For this reason, the principal hires

6Melumad et al. (1995) show that an appropriate design of communicational sequence can mitigate loss
of control in the vertical hierarchy. See Radner (1993) and Bolton and Dewatripont (1994) for an analysis

of communication issues in an organization.



one agent (agent A) in ¢t = 1, and she hires an additional agent (agent B) in ¢t = 2.7 The
output level of agent A in t = 1 is g4 € {0,1}.% Because output level is verifiable, the first
period contract is a wage w; from the principal to agent A contingent on his output level.
In t = 2, agent A and B produce ga2 € {0,7} and g € {0,~v} respectively, where v > 1
represents the firm’s output expansion parameter.

The agent’s individual output levels map into the organization’s revenue as follows. In

t = 1, the organization’s revenue, ¢, is simply agent A’s output level g41, and thus:
@1 = qa € {0,1}.
Agents’ effort levels in t = 2 are complementary. That is, the firm’s revenue in t = 2, equals:

. qa2 + qp2 = 27 if qa2 = qp2 =7,
2 pr—
0 otherwise.

The complementarity assumption does not only keep our analysis tractable but is also natural
for an expanding firm that organizes overall production in specific tasks in which different
agents specialize. The gain of specialization is then that each agent can produce the output
~ > 1 but final output is realized only if both tasks are performed. In contrast, in ¢t = 1 agent
A performs both tasks so that we can express output levels by a one-dimensional ¢; € {0, 1}.
For simplicity, we normalize the common discount factor to 1 so that the firm’s total revenue

over the two periods is given by:?

Q=q + q.

An agent i € {A, B} incurs the cost of production:

C(Qita 0) = (1 - Q)Qita

"In the conclusion, we discuss how to extend this setup and our results to a more natural overlapping

generation framework.
8 As our interest is to analyze an organization’s choice of its hierarchical structure, we employ binary

output levels to keep the model tractable and avoid technical difficulties in a dynamic adverse selection

model with limited commitment.
90ur results do not change if we assume a discount rate § < 1 such that 6 > 1.



from an individual output level g; in period t € {1,2}. The parameter € {6",0'} represents
agent 7’s efficiency and 1 > 6 > 0. An agent is efficient, ", with probability p, and inefficient,
6', with probability 1 — s, where A0 = 0" — 8" > 0. We denote the expected efficiency of an
agent by 0 = pd" + (1 — p)0". The types of the two agents are drawn independently. The
prior distributions are public knowledge. Agents know their own types, while the principal
does not observe the type of either agent.

In environments where agents work closely together at similar tasks, it is natural that an
agent learns something about the other that is not observed by top management. Moreover,
when distinguishing between experienced and unexperienced workers, there exists also an
asymmetry in learning abilities in that an experienced worker is more likely to learn some-
thing about the unexperienced worker than vice versa. We model these ideas by assuming
that, before production starts in ¢t = 2, agent A learns agent B’s type perfectly, whereas agent
B does not learn anything about agent A. We stress that this assumption is an extreme,
simple illustration of the idea that agent A observes with some positive probability some-
thing about agent B’s type, whereas agent B learns less about agent A. In the concluding
section, we discuss the extention to where agent A learns agent B’s type imperfectly.

Regarding the contractual environment, we assume that the principal’s long term com-
mitment is limited in that, in ¢ = 1, she cannot commit to wage transfers and output levels
for t = 2. This captures the practical problems that prevent real life labor contracts to cover
a worker’s entire life span. In contrast, the principal is able to make a long term commitment
to the organization’s hierarchical structure. In particular, we distinguish between two orga-
nization structures denoted by ¥ € {H,V}, which determine the contractual relationship
between the principal and the two agents in ¢ = 2. With the horizontal hierarchy ¥ = H,
the principal communicates and offers contracts to both agents directly. With the verti-
cal hierarchy ¥ = V| agent A becomes agent B’s superior in that the principal can only
communicate and interact with agent A.

Hence, our idea is that, in ¢ = 1, the principal commits to the first period contract
with agent A and a hierarchical structure ¥ € {H,V'} for t = 2. Because agent A’s type is

private information, the first period contract is contingent on agent A’s report on his type.



Therefore, we express the first period contract ®; as:
1 = {@u(07), wi(67)} ", (1)

where 60 is agent A’s report. At the end of t = 1, the contract yields the principal’s and the
agent’s payoffs of ¢; —w; and w; — (1 — 0)q; respectively. The timing in ¢ = 1 is:

1.1 The principal commits to ¥ € {H, V}.
1.2 The principal offers ®; to agent A.
1.3 Agent A rejects or accepts and, upon acceptance, reports his type.

1.4 The contract is executed for ¢ = 1.

The principal’s offer in t = 2 depends on the organization structure ¥ € {H, V'}. Due to
the complementarity in production, these offers satisfy q4o = qp2. Therefore, we only need

to consider second period contracts that exhibit:
q2
9= "5 =942 = qB2 (2)

With U = H, the principal offers agent A and B wages w4 and wp respectively, for output
level ¢ from each agent. We denote by ®Z the set of contracts for ¢t = 2 that specify each
agent’s output level ¢, and the wage transfers w, and wpg. For t = 2, the principal’s payoff
is 2¢ — w4 — wp, and agent A’s and agent B’s payoffs are wy — (1 — 6%)q and wp — (1 — 6°)q
respectively. With W = H, the timing in ¢t = 2 is:

2.1 Agent A learns agent B’s type.
2.2 The principal offers ®Z to agents A and B.
2.3 The agents accepts/rejects. Upon acceptance, the agents send reports to the principal.

2.4 Contract with agent A and B are executed for ¢ = 2.

10



With ¥ = V| the principal makes an offer about total production ¢ = 2¢ and a grand
wage transfer W to agent A. In turn, agent A bargains with agent B about a wage transfer
wp for an output ¢. We denote by ®) the principal’s offer to agent A for ¢ = 2, which
specifies ¢; and W. In turn, agent A’s offer to agent B specifies ¢ and wp. For t = 2, the
principal’s payoff is go — W, while agent A’s and agent B’s payoffs are W — (1 — §“)q — wp
and wp — (1 — 6°)q respectively. With ¥ =V, the timing in t = 2 is:

2.1 Agent A learns agent B’s type.
2.2 The principal offers ®) to agent A.

2.3 Agent A accepts/rejects. Upon acceptance, agent A sends reports to the principal and

make an offer to agent B.
2.4 Agent B accepts/rejects the offer of agent A.

2.5 Contracts are executed for ¢t = 2.

Our approach is to analyze the implementable outcomes under a horizontal and a vertical
hierarchy and then compare their optimality from the principal’s perspective. We start our

analysis with the horizontal hierarchy.

4 Horizontal Hierarchy (V = H)

In the horizontal hierarchy, the principal makes a second period contract offer to both agents.
Using the expression in (2), the set of the second period offers, ®Z | in the horizontal hierarchy

can be expressed as:
5 = {q(0%, 0%, %), wa(0%, 0%, 0%), wp(0%, 6%, 05) =10, (3)

where 0% is agent A’s report on his own type, 6 is agent A’s report on B’s type, and 0% is
agent B’s report on his own type in ¢t = 2. Note that ®’ depends on the history of the game

— in particular, agent A’s report about his type, 07, from ¢ = 1.

11



An advantage of the horizontal hierarchy is that the principal can directly communicate
with both agents, thus can have more control. As well established in the literature, such
direct communications with both agents enable the principal to elicit any shared information

t.10

at no cos Because agent A and B share the information about agent B’s type, the

principal can elicit this information costlessly. Thus, we have the lemma below.
Lemma 1 With ¥ = H, agent B’s type is revealed at zero costs.

Lemma 1 states that, in the horizontal hierarchy, only the private information about
agent A matters and information revelation of agent B is not an issue. Therefore, we can
treat the situation as if @° is publicly observable and can specify contracts as if they condition

directly on agent B’s true type. This allows us to express ®Z as follows:
q)gl — {qab7 wi‘b’ w%b}a,be{h,l}’

with qab = q( aA? 9b7 eb)v w%’ = WA( ?4? eb’ 9b>7 and waBb = wb( Za eba eb)
In addition, Lemma 1 implies that agent B receives no rent. Therefore, the wage transfer

to agent B in the optimal contract is:
W = (1= 0. (4)

Having established these preliminary results, we turn to the issue of interim information
revelation. In our dynamic framework, the degree of intermediate information revelation,
determined by the principal’s offer in ¢ = 1, plays a crucial role. Thus, we classify the
first period contract ®; by the degree of information revelation it induces. For expositional
purpose, it suffices to focus on the two extremes: a non-revealing (pooling) and a fully
revealing (separating) offer. These extremes correspond to settings where agent A plays a
deterministic reporting strategy in t = 1. In Appendix 2 we demonstrate that our qualitative

result (in particular, the optimality of the vertical hierarchy) is robust to the consideration

190ne way is to require both agents to report about their shared information, and severely punish them
when the reports are contradictory. For more elaborate schemes that elicit common private information, see

Moore and Repullo (1988) and Maskin and Tirole (1999) for example.
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of semi-separating, where agent A employs a mixed reporting strategy and information

revelation is only partial.

4.1 Pooling in the Horizontal Hierarchy

A first period contract that does not elicit any information from agent A induces the same
outcome in ¢ = 1 regardless of agent A’s type. Such a contract is, therefore, equivalent to
a first period contract that is independent of agent A’s report about his type. Hence, we

express pooling contracts by contracts with the following structure:
(I){{P = {q17 wl}'

By definition, a pooling contract does not lead to any information revelation. Hence, in the
beginning of ¢ = 2, the principal still has the prior belief 1 that agent A is of type 6". The

principal’s offer in t = 2 is a combination:
(Dg[ _ {qab w?qb w%b}a,be{h,l}
9 9 )
where a represents agent A’s report about his type in ¢t = 2 and b is, by Lemma 1, agent B’s

actual type. Using (4), the principal’s sequentially rational offer ®% maximizes her expected

payoft for t = 2:

I = ("™ =l +0"¢") + (1= p)(¢" = Wi +0'¢")]

(1= ) [ulg" — i +0"") + (1= p)(q" —wit +0'q")],
subject to agent A’s participation constraints,
w¥ —(1—-60%">0, abe{hl}, (5)
and his incentive compatibility constraints,
w?® — (1 =099 > ws® — (1 —0Y¢"", a,d,be{hl}. (6)

The maximization problem illustrates that the principal faces the familiar trade-off be-

tween information rent and efficient production. Effectively, the principal has two options

13



in ¢ = 2. Her first option is to offer again a pooling contract in ¢ = 2 with respect to agent
A’s type. Alternatively, she can offer a contract that separates the types of agent A in
t = 2. In our setup with binary output levels, the only way to achieve separation in t = 2
is to abandon production depending on the agents’ types. The principal’s sequentially ra-
tional decision whether to separate or pool depends on her beliefs and, for convenience, we

introduce the following definition.

Definition 1 Let ji(z) = g,if;, where © € RY.

With the definition above, we can characterize the sequentially rational contracts in ¢t = 2,

after a pooling contract in period ¢t = 1.
Lemma 2 Given ®7 int = 1, the sequentially rational contracts ®f in t = 2 is:
i) If p < jl0"), then ¢ = ~; w% = (1= 0')y; a,b € {h,1}.

i) If pe ("), w(@")], then ¢ = ¢" = ¢" =5, ¢" = 0; P = Wt = (1),

wﬁll = (1 - 9h>7a w% = 0.

i) If > j(0"), then ¢" =, ¢ = 0; Wi = (1 — 0")y, W% =0; b € {h,1}.

The lemma shows that the principal makes a pooling offer also for t = 2 when her belief
about agent A’s type is relatively pessimistic. This is because a more pessimistic belief
shifts the trade-off between pooling and separation towards the former. According to the
lemma, the principal’s decision to pool or to separate in t = 2 depends also on agent B’s
type. More specifically, the principal is more eager to pool when agent B is efficient. The
reason is that, when agent B is efficient, production is more valuable so that the principal
prefers ensuring a positive output. Therefore, the disadvantage of separation that output is
sometimes abandoned becomes relatively more costly to the principal.

With Lemma 2, we can obtain the principal’s optimal payoff from the pooling offer in

=1.

14



Proposition 1 With ¥ = H, the principal’s mazximum expected payoff from pooling equals

0"+ (0 +0)y if i< p(6h),
M =0 0"+ (2 — ) (0" + 0y if p € ((0"), 1(6™)),
0"+ (0" + )y if > (0",

4.2 Separating Strategy in the Horizontal Hierarchy

A first period separation contract, ®°  depends on agent A’s report about his type and
induces him to report his type truthfully. Thus, the first period separation contract has a
structure as in (1) and satisfies incentive constraints that ensure agent A’s truthful report.

Given a separation contract in ¢t = 1, it is straightforward to derive the sequentially
rational contract offer in ¢t = 2. Separation contract are, per definition, fully revealing so
that the principal learns agent A’s type with certainty. This together with Lemma 1 implies

that the principal makes offers in ¢t = 2 as if under full information.

Lemma 3 Given ®9 in t = 1, the sequentially rational contracts ®L int = 2 is ¢ = ~;

W = (L= 0y, i = (1= 6y, a.b € {h1}.

Due to the binary production possibilities, a first period separating contract ®#9

neces-
sarily exhibits the output schedule ¢" = 1 and ¢/ = 0. Together with Lemma 3, it follows
that, because a separating contract has to induce agent A to report his type truthfully, the

following two incentive constraints must be satisfied in ¢t = 1
W= (1= 0") > 190, (7)
wh >wh —(1-6". (8)

Inequality (7) guarantees that the payoff of the efficient agent A is higher when he
truthfully reports his type than when he misrepresents it. The LHS of (7) is agent A’s total
payoff over both periods if he reveals his type honestly in ¢ = 1, because he receives no rent
in t = 2. The RHS of (7) is agent A’s aggregate payoff if he misrepresents his type as 6" in
t = 1. In such a case, the agent must produce ¢} = 0 for a wage w! in t = 1, and expects a

rent of w — (1 — Qh)y = ~vAf from the sequential rational contract in ¢t = 2.

15



The contract 7 must also satisfy (8), the incentive constraint of the inefficient type.
The LHS of (8) is agent A’s total payoff over the two periods when he reports his true type
in ¢+ = 1. In the case of truth-telling, the agent produces ¢ = 0 with the wage transfer
wh in t = 1, and receives zero rent in t = 2. The RHS of (8) is the agent’s total payoff
if he misreports his type as 0" in ¢ = 1. The misreporting agent receives wh for ¢ =1
in £ = 1, and he is offered the contract in ¢ = 2 that would yield him a negative payoff,
wh — (1 — 0"y = —Afy. Hence, after misreporting his type as 0" in t = 1, the agent will
not take the principal’s offer in ¢ = 2. The agent, therefore, can guarantee himself the payoff
wh — (1 —6") by reporting #" in t = 1. As mentioned in the introduction, the inefficient agent

achieves this payoff by employing the take-the-money-and-run strategy.
Lemma 4 With WV = H, the principal cannot implement a separating contract in t = 1.

According to Lemma 4, information revelation in ¢ = 1 is not possible in the horizontal
hierarchy. Due to the lack of commitment, the principal cannot promise agent A any rent
in ¢ = 2 if he revealed his true type in ¢ = 1. Hence, to induce a truthful report from
the efficient type in ¢ = 1, the sum of rents over two periods must be paid in ¢ = 1. For
this reason, the principal must offer the efficient type a large wage transfer in ¢ = 1. This
generous first period offer is, however, also attractive to the inefficient type if he employs the
take-the-money-and-run strategy. It follows from this discussion that the impossibility of an
incentive compatible separating offer in ¢ = 1 results from a tension between two different

problems that are due to limited commitment:

1) A “hold-up” problem associated with the efficient agent.

2) A “take-the-money-and-run” problem associated with the inefficient agent.

Due to this tension, the principal can only make the pooling offer in ¢ = 1. Thus,

Proposition 1 presents the principal’s maximum payoff in the horizontal hierarchy.
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5 Vertical Hierarchy (V =1)

We next analyze the structure of optimal contracts in the vertical hierarchy. Here, only agent
A has a communication channel to the principal. We can therefore express the principal’s

second period contract with W =V as:
@5 = {g2(0%. 0%). W (0%, 0)} <. (9)

where 0% and 6" are agent A’s reports on his own and agent B’s type respectively. In addi-
tion, we can restrict attention to ¢o(6%,6%) € {0,2v}, due to the complementary production
technology. Unlike the case with ¥ = H, the contract is not contingent on agent B’s report
93’3 because, with ¥ = V, the principal can communicate only with agent A.

If agent A accepts the offer ®), he subsequently makes a take-it-or-leave-it offer {q,wp}
to agent B. Because agent A observes agent B’s type, agent B has no private information
vis-a-vis agent A, and hence agent A provides no rent to agent B. In particular, agent A’s

offer to agent B is:

q¢=q/2 and wp = (1 — 6")q2/2. (10)

From (10) it follows that agent A’s payoff from the principal’s second period offer ¢ and
W is:
W—01-60p/2—wg=W —[2— (6" +6)]q/2.

Again, we distinguish two different strategies regarding information revelation in the first
period: a pooling and a separating offer. We first consider the case in which the principal

makes a pooling offer in ¢ = 1.

5.1 Pooling in the Vertical Hierarchy

The structure of the pooling contract in ¢ = 1 with ¥ = V' is the same as for ¥ = H:

(EYP - {qla wl}'
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With pooling in ¢ = 1, the principal does not learn agent A’s private information. Because
the principal cannot communicate with agent B, agent A has, from the principal’s perspec-
tive, private information about both his own and agent B’s type. Hence, the situation in
t = 2 is equivalent to the principal facing an agent A with three possible types ©" = 20"
O™ = 0" 4 ¢', and ©' = 20" with the respective probabilities ¢" = 12, o™ = 2u(1 — p), and
o' = (1 — p)% An offer (g2, W) yields a type ©7 the payoff:

W - (2 - (—)j)QZ/27 J € {ha m, l}

The second period sequential rational contract ®) maximizes the principal’s payoff for
t = 2 under the agent’s private information about ©. Thus, we can express the principal’s

second period contract as:

B = {af, WIPELD.

The principal’s problem in ¢ = 2 is then to maximize:

> P -w),

je{h,m,l}

subject to the participation constraints,
Wi—(2-09)¢/2>0, je{hml}, (11)
and the incentive constraints,
Wi —(2-0)g/2>W' —(2-)q /2. jj € {hml}. (12)

In order to show how the solution depends on the principal’s prior belief i, we introduce

the following two parameters.

. . m h l
Definition 2 Let p=1— \/ehA__fol and i = 2952’1'121)'

We can easily verify that p < f. With these two parameters, we can characterize the

sequential rational contract @Y .
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Lemma 5 Given ®} int = 1, the sequentially rational contract ®Y int = 2 is:
i) If p < p, then gy = 2v; Wi = (2— 0"y, j € {h,m,1}.
i) If ppe (1), then gy = q5" =2y, ¢h = 0; W' = W™ = (2—O™)y and W' = 0.
iii) If p > 1, then g = 2, ¢ = ¢b = 0; Wh = (2 — ©")y and W™ = W' = 0.

The lemma shows that when p is small, the principal is better off pooling all three types
and, therefore, provide information rents to types ©™ and ©". These information rents
enable the principal to ensure production for all types. This is optimal when g is small so
that the principal is likely to face type ©'.

When g is large, the principal is confident that both agent A and B are efficient. As
a result, the principal chooses to separate type ©" from the other two, thereby saving
information rent completely. Although there will be no output in the case of ™ and 6,
the principal is confident enough that such cases are unlikely to be realized.

In the intermediate case, where it is likely enough that at least one of the agents is
efficient, the principal separates ©' from types ©™ and ©". She thereby saves on paying an
information rent to ©™ at the expense of forgoing production by type ©'. For p € (p, 1],
such separation is preferable because it is unlikely that the principal will face type ©', but
it is still likely enough that the principal will face type ©™.

With Lemma 5 we can compute the principal’s optimal payoff from the pooling strategy
in the vertical hierarchy. We show that this payoff is always smaller than her payoff in the

horizontal hierarchy in Proposition 1.

Proposition 2 With W =V, the principal’s mazimum expected payoff from pooling is:

0' + 260"y if 1 < g,
I =9 0+ 1= (1= w2 (6" +6)y if e (ul,
60" + 2120~ if > T

The principal’s payoff from the pooling strategy with ¥ =V is strictly smaller than her payoff
with ¥ = H.
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The result that the principal’s payoff from the pooling strategy in the vertical hierarchy
is always smaller than her optimal payoff in the horizontal hierarchy is intuitive. In the
horizontal hierarchy, the principal can extract agent B’s private information at no cost. In
the vertical hierarchy, however, the principal cannot do so because she can communicate
only with agent A. Effectively, such a restriction increases agent A’s private information and
makes it more costly for the principal to extract it. The result clarifies that, if the principal
can benefit from the vertical hierarchy at all, then the benefit must stem from the fact that
the principal may be able to induce information revelation in ¢t = 1. We turn to this case

next.

5.2 Separating in the Vertical Hierarchy

Similarly to the horizontal hierarchy, we can express a first period contract that fully sepa-

rates the types of agent A as:
D15 = g}, )}t

The contract must be incentive compatible so that agent A reports truthfully in ¢t = 1.
Again, due to the binary production structure, a first period separation contract necessarily
exhibits ¢! = 1 and ¢} = 0.

With the separating strategy, the principal receives an informative report 67 about agent
A’s true type in t = 1. This report affects her beliefs and therefore her subsequent contract
in ¢t = 2. We can thereby view the principal’s offer in ¢ = 2 as contingent on agent A’s report
in £ = 1. Because agent A learns agent B’s type, and there is no direct communication
between the principal and agent B, the second period contract also depends on a report
of agent A about agent B’s type in t = 2. Hence, we express the principal’s second period

contract as:

q);/ _ {ng’ Wab}a,bé{h,l}’

where superscript a represents agent A’s report about himself in ¢ = 1 and superscript b

represents his report about agent B in t = 2.
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With the separating strategy, the principal is certain about agent’s A type after the agent
sends his report in ¢ = 1. Thus, for a given §° with a € {h, [}, the principal’s sequentially

rational contract, ®), maximizes her payoff for t = 2
Iy = pu(gs" = W) + (1 = p)(gs" = W),
subject to agent A’s participation constraints,
W™ —(2—60*—6°¢2%/2>0, be{h,l}, (13)
and incentive constraints,
W —(2—0"—0)q2b/2 > W —(2—60°—0")¢2 /2, b,V € {h,1}. (14)

Again, the principal faces a trade-off between pooling and separation — ensuring output
vs. extracting information rent. In this case, however, agent A’s private information in
t = 2 is only agent B’s type. Hence, the question is whether the principal wants to ensure
production for both types of agent B at the expense of paying an information rent to agent
A. The alternative is to save on information rents but forego on output in the case agent B
is inefficient. The next lemma shows how the principal’s sequentially rational offer in ¢t = 2

depends on her belief on the likelihood that agent B is efficient.
Lemma 6 Given ®1S, the sequentially rational contract ®Y int = 2 is:

i) If < (0, then ¢t = 2v; W = (2 — 0" — 0")y, a,b € {h,1}; agent A gets a rent of
AOvy int =2 when 6° = 6"

i) If p € (0", 1(0")], then ¢3" = g3 = ¢ = 27y, ¢ = 0; WM = W = Wi =
(2 — o — 91)7, WU =0; agent A gets a rent of A0y int =2 when 0* = 0> = o".

iii) If > pu(0"), then i = 2y, g8 = 0; W = (2—0“ — ")y, W = 0; a € {h,1}; agent

A gets no rent int = 2.
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Lemma 6 follows a similar logic as before. The trade-off between pooling and separation
shifts in favor of pooling when the likelihood that agent B is efficient is smaller. The reason
is that the cost of pooling, paying an information rent, is realized with a smaller probability,
while the benefit, a positive output when agent B is inefficient, becomes more important
for a small u. The cutoff point of 1 at which pooling prevails over separation depends on
agent A’s report in ¢t = 1, because it determines the principal’s cost of foregone revenues
from abandoning output in t = 2.

Crucial for our subsequent analysis is agent A’s rent from the sequentially rational con-
tract, ®Y, because it determines to what extent the principal can induce agent A to reveal
his private information in ¢ = 1. Importantly, not only agent A’s rent on the equilibrium
matters, but also his potential rent off equilibrium. Therefore, we need to examine explicitly
agent A’s strategy for the out—off—equilibrium event that the agent misrepresents his type

in t = 1 and faces the sequential rational contract ®) in ¢t = 2.

Lemma 7 The sequentially rational contract ®Y induces agent A of type ' to reject the
offer in the case of misreporting 0 as 0" in t = 1, but to accept the offer and truthfully
report agent B’s type in the case of a truthful report int = 1.

As in the horizontal hierarchy, the inefficient agent A will, in case of misreporting int = 1,
adopt the take-the-money—and-run strategy by rejecting the principal’s offer for ¢ = 2. For
the efficient agent, the sequentially rational contract is individually rational and incentive
compatible in that it gives the agent an incentive to report his private information about
agent B honestly. In the light of Lemma 4, the question is whether there exists a contract

V5 that prevents agent A from misreporting in ¢ = 1, and induces ® in Lemma 7.
Lemma 8 With ¥ =V, ®Y° exists when one of the following conditions is satisfied:
i) 1< 0 andy < 1/(1— p).
ii) pe ("), p(o").
i) > (0" and v < 1/p.
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Lemma 8 is the counterpart of Lemma 4 and demonstrates the paper’s key insight that
information revelation in ¢ = 1 is easier to achieve in the vertical hierarchy than in the
horizontal hierarchy. In order to interpret our subsequent results, it is important to under-
stand the intuition behind this result. Recall that the impossibility of separation in t = 1
with a horizontal hierarchy was due to a tension between the hold—up problem associated
with the efficient agent and the take-the-money-and-run problem associated with the ineffi-
cient agent. The three cases in Lemma 8 represent different channels by which the vertical
hierarchy relaxes the tension.

First, for 1 < ji(#"), the sequentially rational contract ®Y yields not only an efficient
agent A, but also an inefficient agent A an information rent. The rent to the inefficient
agent relaxes the take-the-money-and-run problem because it is lost to him if he decides to
run away in ¢t = 2. Hence, if the tension between the hold-up and the take-the-money-and-
run problem is not too severe, which is the case when 7 is small, then first period separation is
possible with a vertical hierarchy. Differently put, the vertical hierarchy restores partially the
principal’s commitment power to pledge rents for ¢ = 2, which makes information revelation
easier in t = 1.

For p > ﬂ(@h ), the sequentially rational contract yields an efficient agent A no rent in
t = 2. Therefore, the agent faces a similar hold—up problem as in the horizontal hierarchy so
that the sum of rents over two periods must be paid in t = 1. However, the efficient agent’s
expected rent for ¢ = 2 is smaller because, when agent B is inefficient, the sequentially
rational contract induces no production in t = 2. Accordingly, the wage transfer that induces
the efficient agent to be truthful in ¢ = 1 is lower than in the horizontal hierarchy. This, in
turn, discourages the inefficient agent to play the take-the-money—and-run strategy. Hence,
when v is small so that the tension between the hold—up and the take-the-money-and-run
problem is not too severe, separation in ¢ = 1 is possible with the vertical hierarchy, but not
in the horizontal strategy..

Finally, for the intermediate case p € (f1(6"), 1(0™)], the vertical hierarchy increases the
principal’s credibility for both rent provision and termination of production in ¢ = 2. As

a result, the dynamic incentive problems are fully mitigated and the principal can always
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achieve separation in ¢ = 1. Again, second period production in the vertical hierarchy,
compared to that in the horizontal hierarchy, is more costly to the principal, and this is the
source for restoring the principal’s commitment power.

With Lemma 8, we can now derive, IIV?, the principal’s overall payoff from the separating

strategy in the vertical hierarchy.

Proposition 3 With U =V, the principal’s payoff from the separating strategy is:

"+ (0 + 60"y if p < (8" and v < £,
Y5 = 0" +2u(0" + (1 — w0y if € (i(0"), u(0")),
pd" + (0" + 6"y if w > p(0") and v < %

Before we discuss the optimality of the horizontal and the vertical hierarchy, we first

provide the following definition.

Definition 3 Let 7 = %.

Due to Proposition 2, we only need to compare II" in Proposition 1 with IIV® in

Proposition 3. This straightforward comparison yields our main proposition.
Proposition 4 The optimal hierarchical structure is characterized as follows:
i) For u < 1(0), the optimal hierarchy is ¥V = H.
i) For i € (f1(0), 1(0")] and v > 1/(1 — p), the optimal hierarchy is ¥ = H.
iii) For pu € (fu(0), i(8")] and v < 1/(1 — ), the optimal hierarchy is ¥ =V.
i) For p € (u(0"), i1(0™)], the optimal hierarchy is ¥ = V.
v) For p > ju(0") and v < 7, the optimal hierarchy is ¥ = V.

vi) For p > (0" and v > 7, the optimal hierarchy is ¥ = H.
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Figure 1 illustrates our main result. While the horizontal hierarchy provides the principal
with more control, the vertical hierarchy enables her to mitigate the dynamic incentive
problems due to limited commitment. The proposition shows that the principal prefers the
vertical hierarchy when uncertainty about an agent’s type is large. On the other hand, the
principal prefers to retain direct control and not leave any rent in ¢t = 2, when this uncertainty
is small so that the agents are likely to be efficient or inefficient. This demonstrates that the
key trade-off in choosing a hierarchical structure is control vs. dynamic incentives.

Note also that the optimal hierarchical structure depends, in general, on the output
expansion parameter . For example, when p € (j2(0), 1(6")] the horizontal hierarchy prevails
if v is too large. The intuition is that the parameter v measures the tension between the hold—
up problem and the take-the-money—and-run strategy. The wage transfer to the efficient
agent in ¢ = 1 increases as 7 becomes larger, and for v large enough, the wage payment
to the efficient agent makes the take-the-money-and-run profitable to the inefficient agent.
As a result, separating the types of agent A in ¢ = 1 becomes impossible even in a vertical

hierarchy so that the vertical hierarchy has no merit over the horizontal hierarchy:.

¥
Ho rizo ntal Yertical Horizontal
Hierarchy HiEeramhy Hieramhy
~ @
v =1 L {_ uiag )
1 | ! } T,
0 A (8 et 1

Fig 1. Horizontal vs. Vertical Hierarchy
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6 Conditional Hierarchical Structures

So far we have investigated the cases in which the organization in ¢ = 1 either commits to the
horizontal or the vertical hierarchy. Yet, if we view the organization’s long term hierarchical
structure as fully contractible, then the principal could actually condition the hierarchical
structure on the agent A’s report (or output) in ¢ = 1. In this section we study to what
extend the principal benefits from using conditional rather than unconditional hierarchies.
We first show that the principal does not benefit from conditional hierarchies that promote
agent A only when he is efficient. Then, we demonstrate the more counter—intuitive result
that for relatively small u the principal benefits from promoting agent A only when he is
inefficient.

We express conditional hierarchies by the first period offer of the following structure:
O = {gf, wf, WYL,

with the interpretation that when agent A reports type 0 in ¢ = 1, he then has to produce
the output ¢f, receives a wage w{ in t = 1, and the hierarchical structure in ¢ = 2 is
Ve e {H, L}.

In principle, there are four possible combinations of which our previous analyses have
covered the two unconditional hierarchies {¥" = H, ¥! = H} and {¥" = V, ¥! = V}. Hence,

we are left to consider the two conditional combinations:
Uy ={V" =V, ¥ = H} and Uy = {V" = H, V' = V}.

The conditional hierarchy Wy represents a contract that promotes agent A to middle
manager only when he is efficient. By contrast, the conditional hierarchy Wy 5 represents a
contract that promotes the agent A only when he is inefficient.

Note that an incentive compatible conditional hierarchy necessarily implies separation so
that agent A’s type in t = 1 is fully revealing. Hence, after agent A makes a report in ¢t = 1,

the principal is convinced that the agent is of type 0°. It follows that the principal’s offer in
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t = 2 depends on agent A’s first period report 6% as follows:

{0 WP Wit if e = 1,

Py =
{ng, Wab}be{h,l} if ve = V.

We first study the optimality of the conditional hierarchy Wy 5. With Wy 4, the principal
faces the vertical hierarchy in t = 2 if agent A reports 6" in t = 1. In this case, the principal
in t = 2 offers a menu {g}®, WPl with the belief that agent A is efficient. The situation
is, therefore, similar to the vertical hierarchy with separation, and the principal’s offer for
t = 2 coincides with the one presented in Lemma 6. If, instead, agent A reports 6' in ¢t = 1,
then the principal in ¢ = 2 offers a menu {¢"*, W', WML with the belief that agent A is
inefficient. Hence, the situation is similar to the horizontal hierarchy with separation, and
the principal’s offer for t = 2 coincides with the one presented in Lemma 3. This leads to

the following lemma.

Lemma 9 The sequentially rational contract ®3 int = 2 for a conditional hierarchy Wy
is " = q" =y Wl =l =wh = (1-0")y, W = (1-0")y and

Bh =gt =2y; Whh = Wh = (2 - 6" —0')y if < ("),

@ =2y, B =0; W= (2—0" — 0"y, W =0 if > o).

Whether or not the conditional hierarchy ¥y 5 is actually implementable depends on the
existence of wage transfers w! and w” that provide agent A with an incentive to reveal his type
truthfully, when he anticipates ®3 as in Lemma 9. The following proposition demonstrates
that this is the case, when p and ~ are small enough, but the principal’s payoftf with Wy 4

inferior to the principal’s optimal payoff in the unconditional hierarchy ¥ = V.

Proposition 5 The principal can implement Wy iff p < 1(0") and v < 1/(1 — ). When
implementable, Uy g yields the principal a payoff IV < 11V, where TVH = 16" + (6 +6')7..

Proposition 5 implies that a selective promotion of the efficient agent does not help the
principal in providing incentives for information revelation.
We next turn to the conditional hierarchy Wyy. With a conditional hierarchy Wy, the

principal faces a horizontal hierarchy in t = 2 if agent A reports 6" in ¢t = 1. In this case,
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the principal in ¢ = 2 offers a contract {¢", w?, Wi IPE{rl} with the belief that agent A is
efficient. Hence, the situation is similar to the horizontal hierarchy with separation, and the
principal’s offer for t = 2 coincides with the one presented in Lemma 3. If, instead, agent A
reports @', the principal in ¢t = 2 offers a contract {¢, W®}*<{!} with the belief that agent
A is inefficient. The situation is similar to the vertical hierarchy with separation, and the
principal’s offer for ¢ = 2 coincides with the one presented in Lemma 6. These considerations

lead to the following result.

Lemma 10 The sequentially rational contract ® int = 2 for a conditional hierarchy ¥ gy
is ¢ =y W = (1= 0"y, W = (1 —0")y; be {h,1}, and

g9 =2y; Wh=(2—-0"—0"; be{hl} if < 76",

@' =2y, g5 =0; Wh=(2-0—0")y, W'=0 if p>n().

As before, implementability of Wy depends on the existence of wage transfers w) and
wh so that agent A has an incentive to reveal his type truthfully, when he anticipates ®¥ as
in Lemma 10. The following proposition shows that this is the case, when p is large and ~

is small enough.

Proposition 6 The principal can implement Uy iff u > [(0") and v < 1/p. When im-
plementable, Uy yields the principal a payoff TI?Y which exceeds IV for > ju(0"), where
IV = uf" 4 (2 — 1) (0" + 6.

Hence, for i large enough, the conditional hierarchy W gy outperforms the unconditional
vertical hierarchy. To understand this result it is helpful to reconsider from the previous
section, why for > f1(0"), the vertical hierarchy (¥ = V') performs better than the horizon-
tal hierarchy (I = H). Lemma 6 shows that, in the vertical hierarchy with p large enough,
production in ¢ = 2 takes place only if agent B is efficient. This feature of the sequentially
rational contract has a negative and a positive effect as compared to the horizontal hierar-
chy. The negative effect is that there is simply less production for the principal in ¢t = 2.
The positive effect is that the principal has to pay less rents for information revelation. As

explained, it is exactly due to this smaller rent that the principal is able to induce separation

28



in t = 1 and that the vertical hierarchy outperforms the horizontal one. Note, however, that
this positive effect of reduced production benefits the principal only when agent A is inef-
ficient, whereas the reduced production only hurts the principal when agent A is efficient.
The principal would, therefore, benefit when she could reduce production only when agent A
is inefficient. The conditional hierarchy Wy allows her to achieve this selective reduction in
production. This explains why the conditional hierarchy can outperform the unconditional

vertical hierarchy.

7 Conclusion

Dynamic incentive problems arise when organizations have limited commitment. In this
paper, we propose an explanation of different hierarchical structures based on such dynamic
incentive problems. We show that information revelation in the first period is easier to
achieve in the vertical hierarchy, because it increases the principal’s credibility to give rents
and/or cut production in the future. Consequently, the optimal hierarchical structure is
vertical when information revelation is more important, i.e., when uncertainty about the
types of the agents is large. When such uncertainty is small so that information revelation
is less important, the optimal hierarchy is horizontal. As Mintzberg (1979) points out, many
professional organizations have a tendency to adopt the horizontal hierarchical hierarchy.
In traditional manufacturing industries, on the other hand, the variations in skill sets and
efficiencies of administrative staff and line workers are often large. Our result suggest that
an organization in such industries benefit from vertical hierarchies.

To keep things tractable, we assumed that the senior agent perfectly observes the private
information of the junior agent. Our results, however, are robust to a more realistic situation,
where the senior agent imperfectly observes the junior’s information. In such a case, the
contract that the senior agent offers to the junior agent becomes more complex, and leaves
the junior agent a rent for his remaining private information. However, as long as the senior
agent learns something about the junior agent while the principal does not, the vertical

hierarchy still mitigates the dynamic incentive problem.
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Such a partial information revelation would allow us to extend our framework to an
overlapping generation model, where employees first enter the organization as subordinates
and, after becoming seniors over the next generation of young employees in a second stage,
retire from the firm entirely.!’ As a subordinate, an employee loses part of his private
information, and the associated rent, to his superior. He, however, regains the lost amount
of rent when he becomes senior later. As shown in our formal framework, the postponement
of rents reduces hold—up problems and facilitates early information revelation. This reflects

well a typical career path of employees in many organizations.

Appendix 1: Proofs

This appendix collects the formal proofs of the lemmas and propositions.

Proof of Lemma 2 First note that solving the overall maximization problem follows from
combining the two solutions of the submaximization problems indexed by b € {h,[}.
P’ max  p(¢" — WP+ 60°¢") + (1 — p) (¢ — W+ 67", s.t. (5) and (6).

hb , ,lb
qhbvqlbva W g

As is standard, only the participation constraint in (5) with respect to the inefficient type QZA
and the incentive constraint in (6) with respect to the efficient type QZ are binding. These
constraints yield W' = (1 — 6")¢" and W = (1 — 0")¢" + Af¢. After substituting these
wages into the objective function, we are left to solve:

max (0" +60°)¢" + (1 — ) (0" + 6" — [/ (1 — )] AG)g".

q"",q
The objective function is increasing in ¢"*, and hence ¢"®* = ~. Likewise, the objective
function is non-decreasing in ¢ if u < fu(6°). Thus, ¢ = ~ if p < (6%, and ¢ = 0

otherwise. Because fi(#') < ji(#") we have the three cases as specified in the lemma. B

1'We refrain from a fully fledged analysis of imperfect information revelation becasuse it yields an in-

tractable framework.
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Proof of Proposition 1 For u < ju(6'), it follows from Lemma 2 that the sequential
rational contract yields the principal a second period payoff of I = (8" + 5)7 For i €
(1(6"), 1(0™) this payoff is TI¥ = (2 — pu)(0" + 6")y. For p > ju(6"), her payoff is IT¥ =
(6" —I—E)’y. These payoffs are independent of the first period contract . The principal’s
optimal first period pooling contract ®¥ therefore, simply maximizes 17 = ¢ — w;
subject to the participation constraints of agent A over both periods. Lemma 2 shows
that the inefficient agent A does not get a rent from the sequential rational contract. His
participation constraint is, therefore, w; — (1 — Hl)ql < 0. Given this constraint, the contract
¢1 = 1 and w; = 1 — #" maximizes II¥? and, because this contract automatically satisfies
also the participation of the efficient agent A, it is optimal. It yields the principal the payoff

0" int =1. A simple summation of IT{'"" 4TI yields the expression for IT*". W

Proof of Lemma 3 From (4), w% = (1 — #")¢®®. Given the report 67, the principal
believes to face an agent A of type 07 with certainty. Consequently, she believes that agent
A’s participation constraint is w% — (1 — 67)¢®® > 0. Maximizing the principal’s profits

ab

2¢% — w¥ — (1 — Qb)q“b under the agent’s participation constraint yields the result. B

Proof of Lemma 4 Suppose separation is implementable with some first period contract

with wages w’ and w!. The incentive constraints (7) and (8) imply that:
1-06 Zw?—wll > 1—0h—|—’yA9.

To have whand ! that satisfy the inequality, 1 — #' > 1 — 6" + yA# must hold, but this

inequality contradicts with v > 1. B

Proof of Lemma 5 As usual in the model of this type, the participation constraint (11)
for the most inefficient type ©!, and the incentive constraints (12) for the more efficient
adjacent types, ©" (for ©™) and ©™ (for ©'), are binding provided that this solution yields
a non-decreasing schedule ¢ > q* > ¢b.

The binding constraints imply, successively, W! = (2 — @!)¢, /2, W™ = (2 — ©™)gi" /2 +
(@™ — OYgh/2, and Wh = (2 — ©")gh/2 + (O" — ©™)gi" /2 + (O™ — Ol)gh /2. Substitution

31



into the objective function implies that we maximize:

o b — 2-0Mg/2— (0" — ™)' /2 — (0™ — ©')q}/2]
+o" (g5 — (2—0M)gh /2 — (0™ — g, /2] + ¢ [ — (2 — ©')gh/2]
= " [0"q — Abgy /2 — Abgy /2] + o™ [(O" +O")g5" /2 — Mgy /2] + 'O gy

= "M+ [ (0" + 0 — "A0] J24 ¢ [0 — " AO/2 — ' AG/2] .

Maximizing the expression with respect to ¢ € {0,2v} yields ¢! = 2y. Maximizing the
expression with respect to ¢5* € {0,2v}, we get ¢f" = 27 if 2u(1 — p)(0" + 0') > u2A0,
which is equivalent to p < ji, and ¢5* = 0 otherwise. Finally, maximizing the expression
with respect to ¢} € {0,27}, we get ¢y = 27 if (1 — p)20" > 2u(1 — ) AO/2 + 2 Af/2, which
is equivalent to p < p, and ¢, = 0 otherwise.

The schedule ¢%, ¢, ¢, is monotone if 77 > 1, because it then follows that ¢, = 2v implies
g5* = 27. Tosee that fi > p, note that it is, per definition, equivalent to 2(0"+0") /(30" +-6") >

1 — /AG/(0" + 0", which is equivalent to /A0/(0" +6') > AG/(30" + 6'). But the last
inequality holds due to y/A8/(0" +0") > A0/ (0" + 60") > A6/ (30" +6"). B

Proof of Proposition 2 For 1 < p, it follows from Lemma 5 that the sequential rational
contract yields the principal a second period payoff of I1} ¥ = 20'~ and the inefficient agent A
expects a payoff pAfy, because he becomes type ©™ with probability . For p € (u, ] this
payoffis IIY ¥ = [1 — (1 — p)?] (9" +6")y and the inefficient agent A expects a zero payoff. For
1 > Ti, her payoff is IIY” = 220"~ and the inefficient agent A expects a zero payoff. These
payoffs are independent of the first period contract ®). The principal’s optimal first period
pooling contract ®), therefore, simply maximizes I1{'Y = ¢; —w; subject to the participation
constraints of agent A over both periods. The inefficient agent A receive a rent in ¢t = 2 only
for o < pi. In this case, his participation constraint is w; — (1 — 0")q1 + By < 0 so that the
optimal first period contract is ¢; = 1 and w; = (1—60")q; — pAfy < 0. It yields the principal
the payoff #' + A6~ in t = 1. For pu > i, the inefficient agent A does not expect a rent from

the sequential rational contract so that his participation constraint is w; — (1 — 91)611 < 0.

Hence, the optimal first period contract is ¢; = 1 and wy, = 1 — 6. It yields the principal the
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payoff ¢ in ¢t = 1. Adding the payoffs over both period yields the expression for IIV? in the
Proposition.
Next, we show that AP = 17 — IIV? > 0 for all g € [0,1]. In order to compute AIT”

we first claim that g < u(6') and 1t > u(0"). The first claim follows because

A6 — = 20" N - N
TR o e e\ e

which is positive because the fraction is smaller than 1. The second claim follows from

12

(A T L Ly

RO = g S L)
Consequently,
K if 1<
(1= p)(20" — (8" +6"))y if p < pu < ju(8)
Al" = ¢ 0 if f(6') < < fu(6")
p(2u" — (6" —0")y if 4(0") <p <7
(1= (0" + 60"y if p > 7.

\

These terms are all non-negative, because p < f1(6") implies 26" > (0" + 6') and p > ju(6")
implies 2u6" > 6" — ¢'. W

Proof of Lemma 6 Given the report 67 in ¢t = 1, the maximization problem is equivalent
to a static contracting problem where there is private information about type 6° € {Qh, Gl}.
As in Lemma 2, the participation of the inefficient type and the incentive compatibility

constraint of the efficient type are binding. This yields wages:
W =(2—6"— 602" /2 and W = (2 — 6 — 0")q8" /2 + AOGS /2.
Substituting these variables in the principal’s objective function yields:

plgs® — (2= 0% — 0")gs" /2 — AOgs' /2] + (1 — p)[gs' — (2 — 6% — 6')g5' /2]

= pgg"[0" +60"/2 + ¢5'[(1 — p)(0° + 6") — pAg]/2.
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Maximizing this expression for ¢3" € {0,2v} yields ¢§" = 2. Maximizing the expression for
¢¢ € {0,2v} yields ¢¢8 = 2 if (1 — p)(6* 4+ 6") > pA6, which is equivalent to p < f1(6%), and

8" = 0 otherwise. Because f1(8") > ji(#') the lemma follows. W

Proof of Lemma 7 After reporting 0 = 0" in t = 1, the inefficient agent A receives,
as specified in Lemma 6, the contract {gh?, th}be{h’l} when he reports agent B’s type in
t = 2. That is, he receives the payoff W™ — (1 — 0")¢/2 — (1 — 6* )¢ /2 from accepting the
contract when agent B is actually of type #” (which may differ from the reported °). It is
straightforward to check that, for the contracts in Lemma 6 these payoffs are all non-positive
for all combinations (b,t’) and any u € [0, 1] so that it is optimal for the inefficient agent to
reject the contract.

After reporting 8% = #' in t = 1, the efficient agent A receives the contract {¢¥, W }be{ni}
as specified in Lemma 6. That is, he receives the payoff W% — (1 — ")l /2 — (1 — Hb/)qéb /2
from accepting the contract when agent B is actually of type 0" . Tt is straightforward to
check that, for the contracts in Lemma 6, the efficient agent A always has a weakly higher

payoff from reporting agent B’s type i honestly and this payoff is non—negative. B

Proof of Lemma 8 We distinguish the three different cases of Lemma 6.

Case i) u < fu(0"): From Lemma 6 it follows that the efficient agent A receives an expected
information rent pA~ if he reports #" in t = 1. If instead he reports @' then, by Lemma 7
and 6, he receives a rent in t = 2 of 2A60~ if agent B happens to be efficient and Af~y if agent
B happens to be inefficient. Hence, the contract ®!“ is incentive compatibility to type 9"
if:

Wh — (1= 0") 4+ pAby > Wb+ Ay + by,
Likewise, it follows from Lemma 6 and Lemma 7 that, irrespective of his report in t = 1,
the inefficient agent A receives no rent. Hence, the contract ®1'° is incentive compatibility

to type 6" if:
wh A+ pAGy > Wl — (1 0Y.
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Combining the previous two conditions shows that the contract ®}* is incentive compatible
exactly when:

(1—0") + Aby <ol —wh < (1 -6+ ulb. (15)

Implementability requires 1 — 6" + A8y < 1 — 6" + uA#~y which holds exactly when v <
1/(1— p)...

Case i) p € (a(0"), 1(#")): From Lemma 6 and Lemma 7 it follows that the efficient
agent A receives an expected information rent of pA6f~ irrespective of his report in ¢ = 1.

Hence, the contract ®! is incentive compatibility to type 6" if:
Wl — (1= 0") + pAby > Wl + uAb.

Likewise, it follows from Lemma 6 that the inefficient agent A receives an expected rent
pAGy in t = 2 from reporting #'. If he reports 8" instead then, by Lemma 7, he receives no

rent in t = 2. Hence, the contract ®!° is incentive compatibility to type @' if:
wh + pAGy > W — (1 - 6Y.

Combining the previous two conditions shows that the contract ®}* is incentive compatible
exactly when:

(1-6" <l -l <(@1-6Y. (16)

Hence, implementability requires 1 — 6" < 1 — 6" which is always the case.

Case iii) p > f1(0"): From Lemma 6 and Lemma 7 it follows that the efficient agent A
receives no rent in ¢ = 2 if he reports 6" in ¢t = 1. If, instead, he reports ' then Lemma
7 and 6 imply that he receives a rent in t = 2 of Afy in ¢t = 2 if agent B happens to be
efficient and no rent if agent B happens to be inefficient. Hence, the contract ®}* is incentive

compatibility to type 6" if:
W= (1= 0") > W+ pAdy...

Likewise, it follows from Lemma 6 that, irrespective of his report in ¢ = 2, the inefficient

agent A receives no rent in t = 2. Hence, the contract CIDYS is incentive compatibility to type

35



' if:

wh >wh—(1-6".

Combining the previous two conditions shows that the contract ®}* is incentive compatible

exactly when:

(1—0") + uAfy < wh —wh < (1-6"). (17)

Implementability requires 1 — " + pAfvy < 1 — 0" which holds exactly when v < 1/;. B

Proof of Proposition 3 The principal’s optimal wage structure minimizes her expected
wages:

Ep [wi] = pw} + (1 — p)wt,

and we are left to determine w” and w}. For pu < fu(6'), the principal minimizes Fy [w?] under

the incentive constraints (15) and the participation constraints,
W — (1= 0" 4+ pAdy > 0 and W' + pAby > 0.

At the optimum the participation constraint of type #' and the incentive constraint of type
0" are binding. This yields w” = 1 — 0" + (1 — p)Afy and w} = —uA#y. The principal’s
payoff is IIV = ud" + (0 + 6")y.

For ji(#") < p < ju(8"), the principal minimizes Fy [w¢] under the incentive constraints

(16) and the participation constraints,
Wh — (1= 6" 4+ pAfGy > 0 and W' > 0.

At the optimum the participation constraint of type 6" and 6" are binding. This yields
wh =1—60" - uAfy and w) = 0. The principal’s payoff is IV = (0" + pAdy) + (1 — (1 —
1)) (0" + 0"y = p6" + 2u(6" + (1 — p)0')y.

For p1 > ju(f") we minimize Ej [w¢] under the incentive constraints (17) and the partici-

pation constraints,

Wwh—(1-6">0and ! >0.
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At the optimum the participation constraint of type 6" and the incentive constraint of type
0" are binding. This yields w? = 1 — 6" + uAfy and ! = 0. The principal’s payoff is
Y = u(0" — pAby) + [2p26" + (1 — (0" + 0')y = pb" + (0" +6')y. W

Proof of Proposition 4 By Proposition 2, the horizontal hierarchy is optimal whenever
first period separation in the vertical hierarchy is not implementable. We therefore only
need to compare I with IIV. From Proposition 1 and 3, we compute AIl = II¥ — IV
whenever first period separation in the vertical hierarchy is implementable. For pu < ji(6")
and v < 1/(1— p) it follows AIIl = #' — 6", which is positive exactly when pu < 6'/6" = i(0).
Hence, if 1 < f1(0) the horizontal hierarchy is optimal irrespective of whether 7. Instead, for
f1(0) < pu < fu(0"), the vertical hierarchy is optimal whenever it is implementable which is the
case for v > 1/(1—p). For (") < p < ju(6"), we have AIl = 0' — pub" — 2 A0 < —p2A0 < 0,
where the first inequality follows because > fi(6') > j1(0). Hence, the vertical hierarchy is
optimal whenever implementable and implementability is always ensured. For x> f1(6") and
v < 1/p we have Al = 0" — 0" + (0 — 0')y = 0" — 0" + 2 Ah~. This is negative exactly
when v < u(0" — 0")/(2Af). Because u(0" — 0")/(12A0) < u(0" — ub")/(12A0) < 1/p.
AIl < 0 implies 7 < 1/p so that first period separation is implementable. H

Proof of Lemma 9: With Wy, the sequential rational contract {g5?, W }e{ri} after a
first period report " maximizes IT} subject to (13) and (14) with * = §". Lemma 6 provides
the solution to this problem. With Wy, the sequential rational contract {q®, w®, we® }<{il}

in t = 2 after agent A’s report that #* = @' in t = 1 follows directly from Lemma 3. W

Proof of Proposition 5 From the first period contract ®Y with Uy, agent A of type 6’
expects the payoff:

Wi =1 =g+ (1 =0)y = (1 0)y=ui —(1-0)d (18)

from reporting type €' in t = 1. If this type, in contrast, reports 6", then it is optimal for him

to reject the sequential rational contract offer @3 of Lemma 9 in ¢ = 2 for both parameter
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constellations 1 < fu(0") and p > fu(0"). Hence, reporting 8" in t = 2 yields type #' the
payoft:
Wi = (1= 0)qt. (19)

Type 6' has an incentive to report truthfully in ¢ = 1 exactly when (18) exceeds (19), i.e

exactly when

w’f—wl > (1_9l>( —(Zl) (20)

For the parameter constellation p < ,&(Qh), it follows from Lemma 9 that truthfully reporting

his type 6" yields agent A:

—(1=0") g +(2—0"—0")y— (1—0")y—p(1—=0")y— (1= p) (1—=0")y = Wi —(1—-0") g} +p A,
(21)

For the parameter constellation ;> f1(8"), it follows from Lemma 9 that truthfully reporting

his type 6" yields agent A:
— (=0 +p[(2=0" = 0"y = (1= 0" )y = (1= 0")] =wi — (1= 0")g. (22
Instead, reporting €' in ¢t = 1 yields agent A of type 6"
! hy ! h h
wy = (1 =0+ (1 =0)y = (1=0")y=wi— (1-0")q; + Abr... (23)

Hence, for p < ﬂ(@h) agent A of type 0" has an incentive to report honestly exactly when
(21) exceeds (23), i.e., exactly when

wi —wh > (1= 60")(q} — @) + (1 — p)Aby. (24)

This is consistent with (20) only if ¢! = 1, ¢} =0 and (1 — p)y < 1. Similarly, for > ju(6")
agent A of type 0" has an incentive to report honestly exactly when (22) exceeds (23), i.e.,
when

Wi —wh > (1= 0") () — qi) + Ady. (25)

This is however always inconsistent with (20).
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This proves the first claim of the proposition that only for < (") and (1 — u)y < 1,
the conditional hierarchy is implementable. Moreover, implementability requires ¢ = 1 and

¢t = 0 so that the principal’s payoff is:
PL=wf+2y = (20" =07+ (1= p) [~wi +27—(1=0")y = p(1=0")y— (1—p) (1 —0')7] (26)

The optimal contract maximizes (26) subject to ¢} = 1, ¢! = 0, the incentive constraints (20)
and (24), and the participation constraints which require that (18) and (22) are non—negative.
Straightforward calculations yield that this problem is maximized for w? = 1—6"4(1—pu)Afy
and w! = 0 with payoff:

V5 = 10" + (6 + 0"). (27)

From Proposition 3 and 4 we can compare this expression with IIV for the implementable
range p < f(0") and (1 — p)y < 1. This yields IV? = IIV when u € (f1(0), 2(6")] and
MVH — TV = [(2 = )0 — 2u(1 = p)0' — pf"]y < 0 for p € ((0"), p(0")] and v < 1/(1 = p).

This proves the second claim of the proposition. H

Proof of Lemma 10 With Wy, the sequential rational contract {gg, W®}Peihl} after a
first period report #' maximizes ITY subject to (13) and (14) with §* = #. Lemma 6 provides
the solution to this problem. With Wy, the sequential rational contract {q®,w®, we®}eeiil}

in t = 2 after agent A’s report that #* = 6" in t = 1 follows directly from Lemma 3. W

Proof of Proposition 6 First, consider the parameter constellation p < ﬂ(@l)... From

the first period contract ®} with Wy, agent A of type 0" expects the payoff:
Wi —(1=0"g+2(1=0)y—(1=0")y—p(1—0")y— (1—p) (1=0")y = wi—(1-0") ¢} +pAby (28)

from reporting type 6 in t = 1. If this type, in contrast, reports ", then it is optimal for
him to reject the sequential rational contract offer ®J of Lemma 9 in t = 2. Hence, reporting

0" in t = 2 yields type 6' the payoff:
Wi — (1= 0" (29)
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Hence, type 6' has an incentive to report truthfully in ¢ = 1 exactly when (28) exceeds (29),
i.e., exactly when

Wi —wh < (1= 0)(a) — @) + nAdy. (30)
From Lemma 10 it follows that truthfully reporting his type 8" yields agent A:
W= (1= 0")g! + (1= 0"y — (1= 0"y = el — (1 — ")l (31)
Instead, reporting 6 in ¢t = 1 yields agent A of type 0"

wi—(1=0") g +(2—0"—6") y— (1—60" )y —p(1=0")y— (1—p) (1—6" )y = wi—(1-60") g\ +(1+p) Afry...
(32)

Type 6" has an incentive to report truthfully when (31) exceeds (32), i.e., whenever
Wi —wh > (1=0") (g = db) + (1+ p) A0y (33)

Because v > 1 > ¢! — ¢!, this incentive constraint is never consistent with (30).
Next, consider the parameter constellation p > ji(6'). In this case, truthfully reporting

his type ' yields agent A the payoff:
==+ pl2=0 =)y =1 —=0)y =10y =w — (1) (34)

Also for p > ,&(GZ), this type rejects the sequential rational contract offer ® after reporting
6" instead. Hence, reporting 0" in t = 2 yields type ' the payoff (29). Hence, type 6' has

an incentive to report truthfully in ¢ = 1 exactly when (34) exceeds (29), i.e., exactly when
Wi —wh < (1=0)(a) — q)- (35)

From Lemma 10 it follows that truthfully reporting his type 6" yields agent A the payoff
(31). Instead, reporting €' in t = 1 yields agent A of type 8" the following payoff'?:

wh— (1= gl +pu[2—0' —0")y—(1—-0")y— (1—0")] = w} — (1—0")g} + uAb... (36)

12 Ag before, the sequential rational contract in Lemma 10 that is offered after a first period report ' is

also incentive compatible for agent A of type 0"
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Hence, type 6" has an incentive to report truthfully when (31) exceeds (36), i.e., whenever
Wi —wi > (1= 0")(a) — q1) + pddy. (37)

This incentive constraint is only consistent with (35) if ¢ = 1, ¢} = 0, and py < 1. This
proves the first statement of the proposition.

Hence, implementability requires p > ('), ¢ = 1, ¢} = 0, and py < 1 so that the
principal’s payoff is:

pll = +2y = (1=0")y = p(1=0")y = (1= p) (1 = 0] + (1 = p) [—w) + 27— (2= 6" = "))
= B =4 O D]+ (1= )+ 6+ 0] (38)

The optimal contract maximizes (38) subject to ¢! = 1, ¢} = 0, the incentive constraints
(35) and (37), and the participation constraints which require that (31) and (34) are non—
negative. Straightforward calculations yield that this problem is maximized for w! = 0 and

wh =1 — 6" + uAh~ with the payoff:
Y = 50" + (2 — ) (0" + 6Yy... (39)

Using Proposition 3 and 4, we can compare (39) with (i) IV for u € (f(6"), 2(9")] and
v < 1/p, and (ii) IV for u > (") and v < %. From a direct comparison, IT#Y — 1V =

—p?Afy < 0 in case (i) and T#Y —TIV = pu(1 — p)Afy > 0 in case (ii). B

Appendix 2: Semi-Separating Strategies

We showed the optimality of vertical hierarchies by focusing on pooling and full separation
contracts. It is well known however that, in general, optimal contract may also involve
semi—separation. This is due to the limited commitment of the principal, which leads to a
failure of the revelation principle. In this appendix we show that the superiority of vertical
hierarchies is not due to our neglect of semi—separation. We, thereby, need to consider only

semi separating strategies in the horizontal hierarchy, because we demonstrate that these
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outcomes lead to payoffs that are already lower than the principal’s optimal contract in a
full separating vertical hierarchy.

Bester and Strausz (2001) show that, despite imperfect commitment by the principal,
direct mechanisms can implement any Pareto optimal outcome between the principal and
the agent. These direct mechanisms induce the agent to report his type truthfully with
a strict positive probability, but may also require the agent to misreport with a strictly
positive probability. In order to represent such mechanisms in our context, let a* € (0, 1]
denote the probability that agent A of type 0 reports his type truthfully. A combination
(", a') represents agent A’s reporting strategy when facing a direct mechanism. Because
we can always relabel messages, we may also restrict attention to reporting strategies with
a" > 1 — al. Pooling contracts then coincide with the reporting strategy o = o! = 1/2
and (full) separation contracts coincide with the reporting strategy o = ol = 1. Because
we focus in this appendix on reporting strategies that imply neither full pooling or full

separation, we consider only reporting strategies from the set:
A={(a"a') € (0,1) x (0,1) [ " > 1 —a"}\{(1/2,1/2),(1,1)}.

Moreover, denote the principal’s posterior belief that agent A is efficient after he reports
% in t = 1 by p2. For a given reporting strategy o and o!, the principal’s beliefs u? and
b, in equilibrium, must satisfy Bayes’ rule and:

h h
o 1/ h I\ _ M(l_a)
d = .
£ (1= et et ) = o O T e

pz(a”,al) = (40)

For any reporting strategy (o, a!) € A expression (40) implies ul, < p < pb.

In an equilibrium, the principal’s offer in ¢ = 2 is sequential rational given agent A’s
reporting behavior. We can, therefore, view it as contingent on agent A’s report 8“ and, by
Lemma 1, also on agent B’s type 6°. The crucial question is whether the sequential rational
contract itself is a pooling or a separation one. Therefore, let p® denote the probability that

the principal offers a pooling contract in ¢ = 2 given agent A’s report 6§ and agent B’s type
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6°. By Lemma 2, sequentially rational behavior of the principal implies:

{1} if pg < (6",
P e [0,1] if pg = ju(0"), (41)
{0} if pg > u(6").

From pub < p < pb, it then follows that p'® > p"*. This means that, in equilibrium, it is more
likely that the principal offers a pooling contract if agent A reports himself as inefficient.
It follows, because the subsequent decrease in the principal’s belief that agent A is efficient
shifts the trade—off between a pooling and a separation contract more in favor of pooling
contracts.

On the equilibrium path, any sequential rational contract in ¢ = 2, leaves a rent to agent
A only if the contract is a pooling one and, in this case, the rent is exactly Afvy. Agent A
of type 0" therefore expects to receive this rent with probability jp™ + (1 — p)p® when he
reports 0. Because, in equilibrium, agent A’s reporting strategy (o, ') must be optimal,

the reporting probability o satisfies:

o e argmaxa”fwy — (1—6") + (up"™ + (1 — p)p") AbA] (42)
+ (1= @) + (up™ + (1= p)p")A0].

Similarly, because agent A of type ' will never receive a rent in ¢ = 2, the reporting strategy

o', in equilibrium, satisfies:

ol € arg max ol + (1 —a)wh — (1 -6Y). (43)

a

With the help of o, ol and p®, the principal’s expected payoff in the beginning of t = 1

can be written as:
I, = p{a[1—wh+ 0"+ 0 — (up"™ + (1 — p)p")A0)] (44)
+(1 = M) [~wh + (0" + 0 — (up™ + (1 — p)p")A0)]}
+(1 = p){a'[—wl + (™ (0 +6") + (1= p)p"(¢" + 6")A]
+(1 =o)L= w + (" (0" +6") + (1 — p)p" (0" + 6")7]}-
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Therefore, if semi-separation in the horizontal hierarchy is optimal, then there exists a

combination (a”, a!) € A that maximizes I1Z . subject to (40), (41), (42), and (43). In

semi
order to solve this problem, we first show that, with semi-separation, optimal reporting
strategies are necessarily such that they induce a belief of the principal that makes her
exactly indifferent about offering a pooling or separation contract in ¢t = 2... The intuition
behind this result is that these beliefs bring the principal’s myopic second period behavior in
line with the principal’s ex ante perspective of t = 1. Because, in equilibrium, the principal’s

beliefs depend on the agent’s reporting strategy, his reporting behavior is a key instrument

for controlling the principal’s myopic behavior in t = 2.

Lemma 11 If reporting behaviors in A are optimal, then there exist an optimal o and o!
such that i) o = 1 and pl(1,0") = p(0"), or ii) ot = 1 and ph(a™ 1) = (@), or iii)
ps(a”,al) = (@) and ph(a”, at) = (")

Proof. Suppose o’ and o' are optimal and stochastic and ul(a” o!) # u(6") and
ph(a” ab) # (8. Because p® only changes at ji(6), (44) is linear in o” and o (for

sufficiently small changes in o” and o!). However, the optimality of o’ and o implies that

h

(44) can neither be increasing nor decreasing in o or o!. Thus, (44) must be independent

of " and o' and we can increase or decrease o and o so that ul(a” o) = ju(6") or
ph(a”, o) = ji(0"). Because the original p® is consistent with these adapted o” and of, it
yields the same expected payoff to the principal and is hence also optimal. Suppose now there
exist no deterministic reporting strategy at the optimum. Then, o € (0,1) and o € (0,1) so
that (e, a') = i(6") or b, al) = 4(6)). TF ph(a®,al) = A(6") and h(a®,al) £ (),

then we can specify the implicit function &' () by pl(a” &' (a”)) = ul(a”, o). Because

&' is necessarily linear in o and (44) is linear in both o and o/, replacing oy with &' (o)

B (a") that is linear in o” for

in (44) yields an expression for the principal’s payoff I

a small change in o”. Now, suppose pb(a”, a!) < fi(f"), and consider the interval [0, a"],

~h

where a" is such that pb(a”",a'(a")) = i(6"). Note that if o" and o/ maximize (44), then

a) over [0,a"] at a”, because p™ remains unchanged for any

they must maximize [T (

h

,a' (M)} with a" € [0,a"]. However, because IIZ (a") is linear in

combination {ay, « semi
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o’ it must be maximized at either 0 or a". It follows that (44) must also be optimized
for {a" o/} = {0,d(0)} or {a”, o'} = {@",&'(@")}. The first case, {a”, o'} = {0,a'(0)},
contradicts the assumption that there only exist optimal outcome in purely mixed strategy,
implying that {a", @ (a")} must be optimal. Yet, as we needed to show, this implies i} =
(0. If ph(a”, o) > (") similar arguments show that there must also exist optimal o
and of with pl(a®, of) = j(0") and ph(a”, ') = fu(6"). The case of pl(a®, at) # j(#") and
ph(al, at) = ju(0") can be treated similarly to show that there must then also exist optimal

ol and of with pl(a”, of) = i(0") and ph(a”, o) = u(6"). =

With this characterization result of optimal reporting behaviors, we may compute the
principal’s maximum payoft for the three different cases and compute her maximum payoff,

H
IT,.,,; among these cases.

Proposition 7 The payoff 11V exceeds the payoff from any contract in the horizontal hierar-
chy that induces a semi-separating whenever u < p™ and, in particular, for any p < ji(8"),

because:
20"!
(0" + 6" AOy

per) < pm

Proof. We compute the payoffs for the three cases in Lemma 11. First, suppose o/ = 1
and pl(1,0') = [(0") is optimal. Because uf > p, this case exists only if u(6") > pu.
Moreover, it holds ub = 0 so that p* = p = 1 and, due to pl(1,0!) = a(0") > (0" it
follows p™ = 0 and the principal is indifferent between pooling and separation, and thus her

expected payoff is independent of p"". Expression (44), therefore, simplifies to:
pll —w + (0" + )]
+(1 = p){a'[=wy + (@' +0") + (1 = @) (0" +6))7] + (1 = )[1 = A},
and is to maximize under the incentive constraints,
P> (1= 07 + (1= pp™) A0y + o) andwl =l — (1)),
and the participation constraints,
Wi >0 andwh >1-0" — pp""Ab.
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Because p™* does not influence the principal’s expected payoff, but the constraints are un-
ambiguously relaxed for larger p"*, p"* = 1 is optimal. As usual, the participation constraint
for type 0 together with the incentive constraint for type 0" imply the participation con-
straint for type 0". It also follows that the two incentive constraints are consistent only if
(1 — p)y < 1. In this case, w} = w} — (1 — #") implies that the incentive constraint for type

0" is satisfied, because it follows:
(1—0" 4+ (1 — Ay +wh = (1 — p)Aby — A9+ P < Wb,
Hence, an optimal solution exists only if (1 — )y < 1 and it exhibits:
wh=1-0"and Wt =0,

with the payoff:

Ho_ 200"0" + [(2u0" — P AO)AO + 20" (0" + )] v
semi eh +9l ’

which is smaller than ITV for the entire implementable range u < f1(6").

Suppose now o! = 1 and ph(a” 1) = f(#') is optimal. Because p < p, this case

exists only if (@) < p. Moreover, it holds u? = 1 so that p"* = p = 0 and, due to
ph(a® 1) = (0" < (") it follows p'* = 1 and the principal is indifferent between separation

and pooling. Hence the principal’s payoff in (44) is independent of p", and simplifies to:

p{a[1 — Wl + (0" + 0)9] + (1 — o) [~ + (0" + 6 — pA0)y]}

+(1 = p)[=wy + (0" + 0",
and is to maximize under the incentive constraints,
Wi = (1—=0")+ (u+ (1 - p)p")Afy + i and wy > wy — (16,
and the participation constraints,

wi >0 andwh>1-6"
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Again, the participation constraint of 6" is implied by the incentive constraint of 8" and the
participation constraint of #'. Moreover, because the principal’s expected payoff is decreasing
in w?, and W’ itself is decreasing in p%, a smaller w! relaxes the incentive constraint for type
6', and it follows that p! = 0 must be optimal. It then follows that the two incentive
constraints are consistent only if gy < 1. Only in this case, an optimal solution exists and
exhibits:

wh = (1—-60" + pAby and W' =0,

with the payoff:

2

- p0" — (2= )00 + (2 — )" — ¢!

o )Y
sema Ae ‘

This is smaller than IIV for the range pu € (fu(6'), 1(6™)]. For u > j(8"), straightforward

calculations show that TIZ . > TIV when

209!

> .
ST YN

Finally, suppose p2(a”, ot) = ji(0") and ph(a”, o!) = ju(6") is optimal. Because pi, < p <
il this case exists only if (') < p < (6"). Due to pl(a®, at) = p(0") > (0", it follows
P = 0 and, due to ub(a®, ot) = (") < ("), it follows p = 1. Moreover, the principal
is indifferent to p™* and p!, and hence her expected payoff must be independent of both p"*

and p!'. The expression in (44) simplifies to:

p{a[1 — Wl + (0" + 0)9] + (1 — a")[—wh + (0" + 6 — pAd)y]}

+(1 = p{a[~wy + p(@ + ")) + (1 — )1 — A}, (45)
and is to maximize under the incentive constraints,
wi = (1=0") + (u(1 = p") + (1 = wp") Ay + | and Wi = of — (1-6"),
and the participation constraints,
Wwh >0 and wh >1—0"4 pp"" Ab.
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The incentive constraints are consistent only if u(1 — p™*) + (1 — u)p'* = 1/~. This implies
wh =1 — 6"+ w,. Substituting out the wage w’ in (45) demonstrates that the expression is
decreasing in w!. The optimal wage is w} = 0, which satisfies the participation constraint of
type 6" for p"* = 0. Tt yields the principal the payoff:

o 200" (0" + 0") — 20") + (2 — p)(0" + 6") AG>y
semi ~ A02 )

which is smaller than ITV for the entire implementable range u € (f(6"), 1(0")). =

The proposition above states that, for p € (7u(0), 1(#")), the vertical hierarchy is also
optimal when considering semi-separating strategies. For u € (j1("), 1), the region of ver-
tical hierarchy in Figure 1 survives unless p is very high. The intuition behind the result
here is as follows. With the semi-separating strategy, the probability of zero output in both
periods is strictly positive. However, there is a chance that separation takes places in ¢t =1
with no rent provision in ¢ = 2. Thus, if it is highly likely that the agent is efficient, then
the principal prefers to take a risk in £ = 1 by inducing the agent’s randomization. By doing
so the principal’s cost to separate the types of agent A in ¢t = 1 becomes lower. If, however,
the agent is not highly likely to be efficient, then the principal is better off by avoiding the

semi-separating strategy.
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